
AdaBoost















Now let’s dive into the nitty gritty detail of how to 
create a Forest of stumps using AdaBoost





Sample weight



Decide weak learner 

Similarly for 
• Blocked arteries
• Patient weight



“Amount of say” by a weak learner 





Because all the sample weights add up to 1, the total 
error will be between 0 (perfect classifier) and 1 
(horrible classifier)  





In our example, the error is 1/8







Increase the sample weight of misclassification







Decrease the weight of correctly classified 
instances







Normalize the sample weights 



Sum=0.68



Selecting the next weak learner





How?
Roulette wheel
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